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ABSTRACT

Production planning and control (PP&C) are among the most critical activities in
manufacturing. Proper use of PP&C methods can give organizations a competitive
advantage in the global economy. The expected results of this research will allow
manufacturing organizations to maximize the effectiveness of PP&C methods, thereby
improving their competitive position in the global economy.

This research was an extension of a previous unpublished study, which
investigated the PP&C methods being used at a midwestern manufacturer of agricultural
equipment (MMAE). The current research study identified the constraints inherent in the
production planning and control system and then developed and validated a master
production scheduling and sequencing optimization model based on constraints
management and utilizing genetic algorithms.

The specific objectives of this research were as follows: (a) identify the system’s
constraint, (b) develop a scheduling and sequencing model to address the identified
constraints, (c) develop and validate the proposed model by simulation, and (d) identify
and document improvements attributed to the operational change resulting from the
implementation of the optimization model.

The research examined the impact of the master production scheduling and
sequencing model based on constraints management and utilizing genetic algorithms on
five variables for the final assembly line and four downstream processes at an engine
manufacturing plant of a MMAE. The variables were cycle time, queue size, utilization

of work centers, flow rate of engines, and total output of engines.
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A two-part model, based on constraints management philosophy of production
planning and control methods, was developed by the researcher in Excel, one part for
scheduling and the other for sequencing. Using data from 100 production days during the
fall of 1999 and the spring of 2000, simulations for the current scheduling and
sequencing method (the controi condition) and for the propoused method (ihe
experimental condition) were compared. Output from the simulations for the
experimental and control conditions was statistically analyzed.

The results of this research indicated (a) cycle time for the experimental condition
was reduced, but the reduction was not statistically significant; (b) queue size for the
experimental condition was also reduced, as expected, but once again, the reduction was
not statistically significant; (c) total utilization of work centers was increased, as
expected, and the increase was statistically significant; (d) the experimental condition’s
simulation results indicated very minimal improvements for the even flow of engines;
and (e) the average total number of engines processed for the experimental condition was

increased, as expected, and the increase was statistically significant.
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CHAPTER I

INTRODUCTION

Background
Manufacturing after World War II

World War II brought about many changes tc the manufacturing industry
worldwide. Manufacturing in America flourished during the war because its industrial
infrastructure base had remained intact whereas the industrial infrastructures in Europe,
Russia, and Asia were destroyed. Even Asian countries not directly involved in the war
were not able to compete in the international market due to the lack of technological
advances in their manufacturing industries. As a result, the only nation left to lead the
world in manufacturing was the United States. American manufacturers understood this
opportunity and become the undisputed mass production leaders of the world.

From the 1940s to the 1960s, American manufacturers enjoyed a period of
prosperity. During this time, mass production was emphasized, but quality was not much
of a concern for many manufacturers. In the middle 1960s, a few foreign countries
started to compete with American products in the international and U.S. markets. This
trend continued so that by the 1970s and 1980s, the United States was beginning to “look
like an economic colony of Japan” (Wight, 1984, p. 9). American manufacturers were
forced to look critically at their cost structures. During the oil embargo and inflation
cycle of the 1970s, American manufacturing firms recognized the need to reduce waste
and control costs.

One way for the manufacturing industry to stay competitive was to reduce total

costs, focusing particularly on inventory and inventory-related costs. That is the goal of
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the production planning and control (PP&C) system, which is one of the most critical
activities in the manufacturing environment (Vollmann, Berry, & Whybark, 1988).
Proper use of PP&C methods can give organizations a competitive advantage in the
global economy (Bai & Tsai, 1994). Hopp and Spearman (1996) suggest a hierarchical
planning framcwork of production planning and control. Their framework is divided into
three basic levels, as depicted in Figure 1: (a) strategy (long-term planning), (b) tactics
(intermediate-term planning), and (c) control (short-term planning).

Evolution of the Production Planning and Control Systems

Before the development of computer technology, production planning and control
functions were mainly accomplished manually. Some of the common techniques used
were the two-bin system, economic order quantity (EOQ), and reorder point (Gilbert &
Schonberger, 1983).

During the 1960s, when computers began to be used in the manufacturing
industry, the material requirement planning (MRP) technique was developed by Joseph
Orlicky (Taylor, 1994). MRP is a tool used for material and priority planning, the basic
function of an MRP system is to plan for material requirements based on planned
production levels. The remarkable growth in computing power, along with the reduction
in the size and price of computers, allowed for the accelerated implementation of MRP in
the United States. This system was considered to be far superior to the older reorder
point systems (Orlicky, 1975; Wight, 1974), and it became a phenomenal success.
Organizations that implemented the MRP technique increased their inventory turnover
per year by more than 100% compared with more traditional production planning and

control methods (Hall, 1983). MRP has been used in America since the 1970s,
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and now the number of companies who employ MRP is in the hundreds of thousands.
More than 100 software companies are engaged in the development of MRP software
(Das, 1995).

Even though manufacturers derived many benefits from MRP, some limitations

environment such as capacity limitations and lead time (Berry, Schmitt, & Vollmann,
1982; Schmitt, Berry, & Vollmann, 1988). Lambrecht and Decaluwe (1988) suggest at
the operational level of MRP, many batch sizing and timing decisions are “push” in
nature because they are created using fixed planning parameters. Many new modules
were added to the original MRP system to minimize these limitations. In the early 1970s
anew version of MRP, called manufacturing resource planning (MRP II), was introduced
as a more comprehensive, system-wide production planning and control technique.

Many new modules were also added in MRP II, but it was still a push system. The
problems inherent in MRP stem from the failure to reconcile the differences between pull
and push elements in production control systems (Veral, 1995). This underlying
condition within the MRP environment has caused many difficulties for a large number
of organizations striving to meet ever-changing customer demands.

While Western manufacturers were engaged in developing MRP and MRP II,
Japanese organizations were formulating their own production planning and control
methods. The just-in-time (JIT) concept emerged from the study of the Japanese
automobile industry during the 1970s (Spencer, 1992). JIT is based on the philosophy of
eliminating any activities that do not add value. Its goal is to get the matenial to its next

processing station just at the time it is needed (Amerine, Ritchey, Moodie, & Kmec,
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1993), in the interests of minimizing the inventories for raw material, work-in-process,
and finished goods.

Another production planning and control approach, developed by an Israeli
physicist Eli Goldratt in the late 1970s, is the theory of constraints. The concept of
theory of constraints has subsequently evolved to become known as constraints
management (Spencer & Cox, 1995), and this more contemporary term is used hereafter.
Constraints management CM is a set of management principles that help to identify
obstacles in achieving the goal of an organization and to establish the changes necessary
to remove those obstacles. CM recognizes that the strength of any chain is dependent
upon its weakest link, which is what restrains the system'’s throughput. CM assumes that
the goal of manufacturing organizations is to make (more) money now and in the future,
and describes three avenues to achieve this goal: (a) increase throughput, (b) reduce
inventory, and (c) reduce operating expense.

There seems to be no one right production planning and control system for all
manufacturing problems. For some organizations, MRP and MRP II work well; for
others JIT or CM are better choices. Deciding which production planning and control
system to implement can become time consuming yet difficult to implement for only a
“trial period.”

These three techniques, MRP, JIT, and CM, are the most commonly used in
manufacturing today. However, they are not interchangeable; one system may be

appropriate for a particular manufacturing situation but not for another.
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Statement of the Problem

Because no single production planning and control (PP&C) technique is suitable
for all situations, deciding which system to implement can become time consuming. Yet
implementing one for a trial period can be costly and difficult. A technology is needed
that can employ various types of PP&C methodologies and generate the optimal
production plan.

This research is an extension of a previous unpublished study (Choudhry, 1998),
which investigated the PP&C methods being used at a midwestern manufacturing
organization involved in the production of agriculture equipment. The current research
study identified the constraints inherent in the production planning and control system,
and based on these constraints, developed and validated a master production scheduling
and sequencing optimization model based on constraints management and utilizing

genetic algorithms.

Statement of the Purpose

As noted earlier, production planning and control are among the most critical
activities in manufacturing. The expected results of this research will allow
manufacturing organizations to maximize the effectiveness of PP&C methods, thereby
improving their competitive position in the global economy. To that end, the goal of this
research is to develop an optimization model based on constraints management and
genetic algorithm to address the constraints in the PP&C methods being used at the

factory under study.
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This research, based on an analysis of five areas of PP&C (master production
scheduling, priority planning, capacity planning, priority controi, and capacity control),
identifies the constraints in that system, and develops and validates master production
scheduling and sequencing optimization model based on constraints management and
genetic algorithm. The specific objectives of this rescarch werc as follows:

L. Identify the system’s constraint.

2. Develop a scheduling and sequencing model to address the identified
constraints.

3. Develop and validate the proposed model by simulation using GPSS/H and
PROOF, products of the Wolverine Software Corporation located in Annandale, Virginia.
GPSS/H is a simulation language. and PROOF is a animation software used within Excel
file format.

4. Identify and document improvements attributed to the operational change

resulting from the implementation of the optimization model.

Importance of the Research

Which production planning and control technique or methodology is best for a
company? This question has puzzled many managers in the past. The three main
production planning and control systems are material requirement planning, just-in-time,
and constraints management. According to Aggarwal (1985), MRP, JIT, and CM are the
three most popular management philosophies in current use. There is no consensus
between academicians and practitioners as to which approach is best. According to

Spencer (1992), “the three techniques are, to a degree, somewhat mutually exclusive.
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There appears to be a need to study the three systems in a framework in which their
characteristics and behaviors can be examined in detail” (p. 5). These three techniques
are discussed in more detail later in this chapter.

Aggarwal reports in his 1985 article:

During the last 15 years, three important approachcs—material requirement
planning (MRP), kanban (JIT), and optimized production technology (OPT)—
have invaded operations planning and control in quick succession, one after the
other. Each new system has challenged old assumptions and ways of doing
things....factory managers must decide which approach to adopt to meet current
and future needs. Installing any one requires several years to train company

personnel and millions of dollars of investment. (p. 99)
Most organizations don’t have the resources to try out a method before making a final
choice: therefore the managers are left with the grave decision of which one to use.
According to Goldratt and Fox (1986):
The Western manager is challenged to solve a very fundamental problem from
this alphabet soup of solutions. To understand each of these new technologies
can, by itself, be a time-consuming challenge. Deciding which is best is a
formidable task. Figuring out how to put them all together seems beyond our
reach. Since we don’t have the time, resources or funds to do everything,
everywhere, we had better be convinced that we are taking the actions that will
leapfrog us back into the race. There is no longer margin for error and no time for
risky experiments. (p. 16)
There needs to be a better way of selecting and implementing a production planning
system.
This research can assist practitioners who are trying to learn more about the three
techniques. The advantages and disadvantages of each management philosophy, as well

as problems that might arise during or after implementation, are discussed by examining

one company’s experiences in an in-depth case study. The developed scheduling model
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for optimization, presented after this discussion, could be used in various manufacturing

environments.

Research Questions

The previous unpublished study (Choudhry, 1998) focused on the PP&C methods
then in use at an engine manufacturing plant (EMP) of a midwestern manufacturer of
agricultural equipment. Methods for master production schedule, production priority,
and production capacity were explored and documented. Problems in planning and
controlling master production schedule, production priority, and production capacity
were also identified and documented. The findings of this study are summarized in
chapter II.

The current research addresses the following questions. The findings are reported
in chapter [V.

[. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the cycle time for
the final assembly line and four downstream processes at an engine manufacturing plant
(EMP) of a midwestern manufacturer of agricultural equipment (MMAE)?

2. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the queue size for
the final assembly line and four downstream processes at EMP?

3. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the utilization of

work centers in the final assembly line and four downstream processes at EMP?
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4. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the flow rate of
engines through the final assembly line and four downstream processes at EMP?

5. What is the impact of the master production scheduling and sequencing model
hased on constraints management and utilizing genetic algorithms on the total output of
engines through the final assembly line and four downstream processes at EMP?

Guide (1992) collected and analyzed time in system (cycle time) and work-in-
process levels (queue size, inventory levels) to determine if synchronous manufacturing
principles produced improved performance in comparison with current production
planning and control methodology at a Naval Aviation depot. Taylor (1994) also uses
some of these performance measurements to compare the three work-in-process
inventory control systems: MRP, JIT, and CM. Performance measurements analyzed by
Taylor were: inventory (queue size), throughput (total output of engines), lead time (cycle
time), and utilization (utilization of work centers). Manoharan (1997) analyzed total
system output (total output of engines), flow time (flow rate of engines), and WIP
inventory (queue size) to evaluate the performance of two manufacturing systems, JIT

and CM.
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Assumptions

The following assumptions were made in pursuit of this research study:

1. That Microsoft Excel is the common production planning tool utilized by
various facilities within the total organization.

2. That the production planning and control methods stay the same during the

course of this research study at the manufacturing facility under study.

This research study was conducted in view of the following limitations:

1. This model was developed in Microsoft Excel and will only work in an Excel
environment.

2. For optimization, this research utilizes genetic algorithm-based Evolver
software developed by Palisade Inc. This model is limited in application within an

Evolver environment.

Definition of Terms

The following terms are defined to clarify their use in the context of this research

study.

¢ Capacity planning: The process of determining the amount of capacity to
produce in the future. This process may be performed at an aggregate or
product-line level (resource planning), or at the master-scheduling level
(rough-cut planning), at the detailed or work-center level (capacity
requirements planning). (Cox, Blackstone, & Spencer, 1995, p. 11)

o Capacity control: “The process of measuring production output and

comparing it to the capacity plan, determining if the variance exceeds pre-
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established limits, and taking corrective actions to get back on plan if the
limits are exceeded” (Cox et al., 1995, p. L1).
Flow rate: As defined in the APICS Dictionary, “running rate; the inverse of

cycle time” (Cox et al., 1995, p. 33). Flow rate is also defined by number of

i€ o

units per shift or per nour.

Genetic algorithm (GA): Holland (1992) defines genetic algorithm as “a
probabilistically guided search method, developed originally in the 1970s as a
computer science tool to improve programming structures and performance”
(pp. 66-72). Chambers (1991) defines it as a “‘problem solving method that

uses genetics as its model of problem solving” (p. 9).

Just-in-time (JIT): A philosophy of manufacturing based on planned
elimination of all waste and continuous improvement of productivity. It
encompasses the successful execution of all manufacturing activities required
to produce a final product, from design engineering to delivery and including
all stages of conversion from raw material onward. The primary elements of
zero inventories are to have only the required inventory needed; to improve
quality to zero defects; to reduce lead times by reducing setup times, queue
lengths, and lot sizes; to incrementally revise the operations themselves: and
to accomplish these things at minimum cost. ( Cox et al., 1995, p. 42)

Material Requirements Planning (MRP): A set of techniques that use bill of
material data, inventory data, and the master production schedule to calculate
requirements for materials. It makes recommendations to release
replenishment orders for material. Further, because it is time-phased, it makes
recommendations to reschedule open orders when due dates are not in phase.
Time-phased MRP begins with the items listed on the MPS and determines (a)
the quantity of all components and materials required to fabricate those items
and (b) the date that the components and materials are required. Time-phased
MRP is accomplished by exploding the bill of material, adjusting for
inventory quantities on hand or on order, and offsetting the net requirements
by the appropriate lead times. (Cox et al., 1995, pp. 49-50)

Master production schedule (MPS): The anticipated build schedule for those
items assigned to the master scheduler. The master scheduler maintains this
schedule, and in turn, it becomes a set of planning numbers that drives
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material requirements planning. It represents what the company plans to
produce in specific configurations, quantities, and dates. The master
production is not a sales forecast that represents a statement of demand. The
master production schedule must take into account the forecast, the production
plan, and other important considerations such as backlog, availability of
material, availability of capacity, and management policies and goals. (Cox et
al,, 1995, p. 49)

s Pricrity control: “The process of communicating start and completion dates to
manufacturing departments in order to execute a plan. The dispatch list is the
tool used to provide these dates and priorities based on the current plan and
status of all open orders™ (Cox et al., 1995, p. 63).

e Priority planning: “The function of determining what material is needed and
when. Master production scheduling and material requirements planning are
elements used for the planning and re-planning process to maintain proper due
dates on required materials™ (Cox et al., 1995, p. 63).

e Theory of constraints, now known as constraints management (CM): A
management philosophy developed by Dr. Eliyahu M. Goldratt that can be
viewed as three separate but interrelated areas—logistics, performance
measurement, and logical thinking. Logistics include drum-buffer-rope
scheduling, buffer management, and VAT analysis. Performance
measurement includes throughput, inventory and operating expense, and the
five focusing steps. Thinking process tools are important in identifying the
root problem (current reality tree), identifying and expanding win-win
solutions (evaporating cloud and future reality tree), and developing
implementation plans (prerequisite tree and transition tree). (Cox et al., 1995,
p- 85)
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CHAPTER II
REVIEW OF LITERATURE
To understand the nature of the ever-changing manufacturing production
environment, we need to develop a common set of functions that are not only unique to
production itself hut can be generalized to all production organizations (Cox & Spencer,
1998). This research is organized around five functions common to production planning
and control. These five functions are master production schedule (MPS), priority
planning, capacity planning, priority control, and capacity control. According to Cox and
Spencer (1998), the origin of the five production planning and control functions is
unclear, but the first source of written reference appears in Oliver Wight's 1984 book,

Manufacturing Resource Planning (MRP II): Unlocking American Productivity Potential.

The purpose of production planning and control (PP&C) is to plan and control the
production process with regard to time and quantity. According to Corsten and May
(1996, p. 69), for the PP&C function, the following four questions have to be answered:

¢ Which products and parts are to be produced and what is their quantity level?
Which parts are to be delivered by the supplier in what quantity and when?

e Which capacity utilization results from the master production schedule and
how can a capacity adjustment take place?

¢ [n what sequence are the production orders to be worked off and at which
workstation?
This chapter provides a review and analysis of the literature related to material
requirements planning (MRP), just-in-time (JIT), constraints management (CM), and

genetic algorithms (GA) and discusses how each relates to five functions common to

production management.
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Material Requirements Planning

Evolution

MRP is a tool used for material and priority planning. The basic function of an
MRP system is to plan for material requirements based on planned production levels.
Wight (1984, p. 47) suggests that MRP tries to answer the fellowing fundamental
manufacturing questions:
What are we going to manufacture?
What does it take to make it?

What do we have in our inventory?
What do we have to acquire?

These fundamental questions, used throughout the manufacturing industry, serve to
generate a list of parts needed for the next month in order to avoid part shortages. From
this informal system, a powerful one has evolved called material requirements planning.
“MRP is simply the logic of the informal system — the shortage list - developed into a
formal scheduling system” (Wight, 1984, p. 47).

Although MRP has been in practice informally for many decades in the
manufacturing industry, the first published work that formally discussed MRP was

Material Requirements Planning, written by Joseph Orlicky in 1975. In his book he

states:

In some rudimentary form, MRP has no doubt existed as long as manufacturing.

It has been evolving gradually, moving onto successively higher plateaus with
every enhancement in data processing capability. MRP had its origin on the firing
line of a plant. It has been painstakingly developed into its present stage of
relative perfection by practicing inventory managers and inventory planners.

(p. 38)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



16

Eventually MRP developed into an overall system called closed loop MRP.
Figure 2, is a schema of a closed loop MRP system. The production plan establishes
production volumes for product families. The master schedule takes the production plan
in units for product tamilies and breaks it down into component parts. Material
rcquirements planning looks at the parts in inventory and determines what component
parts are needed to accomplish the production plan. The capacity requirements plan
determines the standard hour requirements for the production plan. Once planning for
material and capacity requirements is completed, it must be determined if the plans are
realistic. If they are realistic, then both material and capacity plans need to be monitored
to ensure that the plans are being executed.

Despite the formalization of the MRP system, its limitations were still confining
to the organization'’s ability to perform better production planning and control functions.
Finance, a big piece of the puzzle, was still missing in the closed loop MRP; financial
systems were not tied to the closed loop MRP. In the 1970s, manufacturing resource
planning (MRP II) evolved out of the closed loop MRP, tying the financial system to the
operating system. As Wight (1984, p. 49) noted, “tying the financial and the operating
systems together was the big step from closed loop MRP to MRP II.” Figure 3 isa

schema of an MRP II system.
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Figure 2. Closed loop MRP.
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Functionality

MRP deals with end-items (finished products) and the component parts (lower
level items) that make up the end items. The bill of material (BOM) connects the end
items with the lower level items. Figure 4 illustrates a typical bill of material for the end-
item X. To facilitate the MRP processing, each component part in the hill of material is
assigned a low level code (LLC). The LLC indicates the lowest level for which a part is
used in a bill of material. In the following figure, the end item X has an LLC of 0. The

component parts 10 and 20 have an LLC of 1, parts 30, 40, and 50 have an LLC of 2; and

part 60 and 70 an LLC of 3.

Z
s

&0

Figure 4. A typical bill of material (BOM).
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Table 1 illustrates the material requirements plan for Part A. The gross
requirements for Part A come from the production plan. Schedule receipts are the orders
that are already in production. To calculate when an order needs to be placed, gross
requirements are subtracted from the available balance and schedule receipts are added to
it. In Table {, for cxample, the on-hand balance is 400 units, the gross rcquircmcents for
Week | are 120 units, so the projected on-hand balance for Week 1 is 280 units. The first
uncovered demand in this example is in week 8 for 60 units. The lead time for Part A is
4 weeks; therefore, the order needs to be placed in Week 4 to cover the demand of 60
units in Week 8. The example above illustrates a simple MRP procedure. Because of
space constraints, full discussion on the components of MRP procedure--netting,

lotsizing, offsetting. and BOM exploding--is not covered in this research. For a full

discussion of MRP. see Wight (1984) or Hopp and Spearman (1996).

Table 1

Time-Phased MRP Requirements Processing

Week
Part A
1 2 3 4 5 6 7 8
Gross requirements 120 120 O 0 120 150 0 150
Schedule receipts 200

Projected available 400 280 160 360 360 240 90 90 -60
balance

Planned order releases
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Advantages and Disadvantages

In the late 1960s and early 1970s, with the rapid advancement in computer
technology, MRP took over the manufacturing industry. “Starting in the sixties and on
into the seventies, the basic elements of an integrated production planning and control
system known as MRP, were csiablished” (Taylor, 1994, p. 8). Initially, computer-based
MRP was thought to be so powerful that it made the classical methods of inventory
management obsolete. One of the major advantages of the MRP system is its adaptability
to dynamic changes and the ability to know what is required several periods in advance
(Nagendra, 1995).

Many success stories are reported in the literature about MRP. According to
Aggarwal (1985). MRP has indeed helped many organizations in the effort to reduce
inventories and streamline scheduling. In discussing the advantages of MRP, Orlicky
(1975) notes,

this subject, broadly viewed, marks the coming of age of the field of production

and inventory control, and a new way of life in the management of manufacturing

business. In the area of manufacturing inventory management the most successful
innovations are embodied in what has become known as the material

requirements planning (MRP) system. (p. 4)

Umble and Srikanth (1990) state, “*“MRP became a crusade that helped to shift the
emphasis away from the traditional ‘just-in-case’ inventory mentality and toward a
manufacturing control system based on actual need dates and quantities” (p. 8).

Manufacturing organizations around the world invested billions of dollars and
human resources in the implementation of MRP. In the United States alone, by 1989,

sales of MRP software and support exceeded one billion dollars (Hopp & Spearman,

1996), but not all of the outcomes were successful. Taylor (1994), in summarizing the
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findings of Anderson, Schroeder, Tupy, and White (1982), reports that a great number of
the firms that attempted MRP implementation were not always satisfied. According to
Rice and Yoshikawa (1982), the weakest MRP area is in capacity planning. Nagendra
(1995) also reports the inability of MRP to perform comprehensive capacity planning.
Ashton, Johnsen, and Ceok (1990) likewise note part-shortage problems that disrupt
operations due to MRP. Cox and Clark (1984) report other technical problems such as
inventory management and infinite capacity assumption.

MRP has to be constantly modified to cope with the changing manufacturing
environment. Over the years, many modules have been added to MRP giving it the more
deserved name of manufacturing resource planning (MRP II). With MRP II,
manufacturing interacts with other functions of the organization, such as accounting,
finance, and human resource planning.

MRP has been an effective tool for several decades for many organizations, even
with its built-in limitations. With the changing business environment, production
planning and control methods also need to be changed. MRP-based production planning
and control solutions are appropriate for organizations with repetitive manufacturing.
However, the advantages of MRP for high-mix, low-volume manufacturing organizations

are very limited.
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Just-in-Time

Evolution

Even though the elements of just-in-time (JIT) has been around since the 1900s,
the American manufacturing industry did not start paying serious attention to it until the
late 1970s. “The first records of the JTT management philosophy stem from the efforts
of Henry Ford and his assembly line operations” (Taylor 1994, p. 13). JIT received much
attention in the Western manufacturing world during the early 1980s when a large
number of books and articles were written on this subject. Between 1970 and 1991, more
than 860 articles about the just-in-time philosophy were published in professional
journals (Golhar & Stamm, 1991). The JIT system has become extremely popular in
recent years and has been implemented in many kinds of companies around the world.

The just-in-time philosophy is based on the work of Taiichi Ohno of the Toyota
Motor Company (Sugimoro, 1977). In the early 1980s, many American manufacturers
regarded JIT as a Japanese manufacturing philosophy suited only for Japanese
organizations. Initially, most Westerners viewed it as an inventory reduction system,
beneficial only for large repetitive manufacturers (White, 1993). As more and more
Western organizations successfully applied JIT principles, its benefits became evident for
a wide range of manufacturing environments (Hall, 1983). U.S. managers also became
more knowledgeable of JIT and described it as a holistic management approach
consisting of various practices that contribute to the elimination of waste and a
philosophy of continuous improvement of a manufacturing system (Hall, 1987:
Schonberger, 1986; White, 1993). Today, many American manufacturing companies

regard JIT as vital to their survival (Hobbs, 1997).
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Functionality

The JIT philosophy is based on the concept of the elimination of waste in the
system. JIT's purpose is to minimize in-process and final inventories (Hall, 1983;

Monden, 1983). Early academic research focused on utilizing JIT systems within the

approach to JIT is evolving toward a broader concept--a total business philosophy.
According to Ramasesh (1992), “JIT represents an integrative philosophy of operations
which encompasses several functional systems both within the firm and outside of the
firm” (p. 44).

Hall (1983), Sage (1984), and Heard (1984) all agree that the JIT philosophy is
based on the pull method of production called “kanban.” According to the APICS
Dictionary (Cox et al., 1995), kanban is a *‘method of Just-In-Time production that uses
standard containers or lot sizes with a single card attached to each. Itis a pull system in
which work centers signal with a card that they wish to withdraw parts from a feeding
operation supplier” (p. 42). The APICS Dictionary defines pull system as *“‘the
production of items orly as demanded for use, or to replace those taken for use. In
material control, the withdrawal of inventory as demanded by the using operations.
Material is not issued until a signal comes from the user” (p. 68).

Advantages and Disadvantages

One of the main advantages of JIT is its emphasis on shop-floor control rather
than inventory control (Ohno, 1982). Im and Lee (1989) and Burnham (1987) report
many benefits derived from the successful implementation of JIT, including

improvements in production planning, improvements in MPS and MRP, and reduction in
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inventory. A study conducted by Gilbert (1990), of 250 American manufacturing
organizations, found significant reduction in the investment of inventory associated with
the implementation of JIT. Other benefits reported by researchers included reduced
throughput time, improved labor productivity, improved quality, decreased inventory
ievels, and reduction in space required for operations (Celley, Clegg, Smith, &
Vonderembase, 1986; Golhar, Stamm, & Smith, 1990; Hay, 1988).

Reducing inventory levels toward zero requires eliminating variability within a
system. It is very difficult, if not impossible, to eliminate all the variability from a
complex manufacturing system. To tackle this problem, managers on the shop floor
would have to increase buffer size, which, in turn, would increase the work-in-process
inventory. However, this goes against the JIT philosophy. According to Rice and
Yoshikawa (1982), the weakest area in JIT is master production planning.

Another drawback is the time required for implementing JIT (Schonberger, 1986).
For most Western organizations, the JIT implementation process spans many tedious
years. Umble and Srikanth (1990) report four major limitations inherent in JIT and
kanban:

First, the number of processes to which JIT logistical systems such as kanban may

be successfully applied is limited. Second, the effects of disruptions to the product

flow under the kanban system can be disastrous to current throughput. Third, the
implementation period required for JIT/kanban systems are often lengthy and
difficult. Fourth, the process of continuous improvement inherent in the JIT

approach is system wide and therefore does not focus on the critical constraints,
where the greatest gain is possible. (p. 125)
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Overall, the just-in-time approach to PP&C is based on the philosophy of
elimination of all waste in the system. Organizations around the world have been
implementing JIT for the last few decades and many of them have reported numerous
benefits (Bartezzaghi & Turco, 1989; Burnham, 1987, Crawford, Blackstone, & Cox,
1988; Im & Lec, 1989). Even though there arc some drawbacks to implementing JIT,

organizations can gain competitive advantage once it is accurately implemented.

Constraints Management

Evolution

Originally known as theory of constraints, constraints management was developed

at about the same time as the just-in-time philosophy started to make an impact on
Western organizations. Goldratt developed an optimized production timetable (OPT) to
assist a friend in the production and assembly of prefabricated chicken coops (Jayson,

1987). The OPT schedule enabled the producer to triple his production without

increasing any human resources (Taylor, 1994). The logic behind the OPT software was

not revealed because of proprietary reasons. Contrary to MRP philosophy, OPT assumes

that production capacity is finite, restricted by the bottleneck operation (Dugdale &
Jones, 1995). According to Nahmias (1989), OPT follows these nine principles:

Balance the flow, not the capacity.

-

own potential, but by some other constraints in the system.

Utilization and activation of a resource are not synonymous.

One hour lost at the bottleneck operation is an hour lost for the total system.
An hour saved at the bottleneck is a mirage.

Bottleneck operations govern both throughput and inventory in the system.
The transfer batch might not, and many times should not, be equal to the
process batch.

NowkWw
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The process batch should be variable, not fixed.

9. Schedules should be established by looking at all of the constraints
simultaneously. Lead times are the result of a schedule and cannot be
predetermined. (p. 13)

According to Taylor (1994), constraints management was originally known as

OPT, when it was first formulated in 1979. In 1982, the name was changed to optimized
production technology, in 1984 to synchronous manufacturing, 1987 it became theory of
constraints, and recently it became constraints management.

CM was originally regarded as a management technique suitable for the shop
floor, but eventually it was used to manage and solve problems that extended far beyond
that (Hobbs, 1997). CM applies the methods of science to the general problem of
management (McMullen, 1997). Rack and Rack (1993) define it as follows:

a thinking process used to analyze problems, create or choose appropriate

solutions and get buy-in to achieve successful results. Although it is

demonstrably very powerful, it is not difficult to understand. Because the process
utilizes how man was designed to think, it works for almost everyone interested in
tapping into his/her own abilities. The appropriate use of the thinking process

significantly impacts the goal and is intrinsically rewarding to the one(s) using it.
(p.3)

Functionalit

The main focus of the CM approach is to concentrate effort on the system’s
constraint(s). Goldratt (1990a) emphasized this point by addressing the need of focusing
on a small portion of the system at a time. He went on to say, “spreading attention
equally to all portions of the area means no concentration whatsoever, no focusing”

(p- 58).
CM methodology is based on five focusing steps:

1. Identify the system constraint(s).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28

)

Decide how to exploit the system’s constraint(s).

3. Subordinate all else to the constraint(s) of the system.

4. Elevate the system’s constraint(s).

5. If, in step 4, the constraint has been broken, go back to step 1, do not let
incrtia becomec the system’s new constraint.

A constraint is anything that limits the organization’s achievement of its goal. If
the scarce resources of an organization can be used to elevate the system’s constraint(s),
the organization’s goal, which is to make money now and in the future, can be achieved
successfully. Goldratt (1994) suggests that the five focusing steps follow a framework
based on the following questions:

1. What to change (finding the core problem)?

9

What to change to (devise simple, practical solutions)?

3. How to cause the change (cause others to invent or discover the ideas)?
“The three elements of change are techniques for verbalizing our intuition so we can
check its soundness and communicate it clearly to others” (Taylor, 1994, p. 21).

Goldratt has developed approaches to deal with problems using the Socratic
method, rather than the more traditional Aristotelian way. According to Taylor (1994),
Goldratt developed the following techniques to deal with change:

1. Effect-cause-effect: A technique for finding the core problem. This method
allows for verbalization of intuition and its cause.

2. Evaporating clouds: A technique for stating a problem as a conflict. This
allows for the conflict assumptions to be challenged. Faulty assumptions allow the

problem to disappear.
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3. Socratic method: This allows for others to invent or discover answers
themselves and conceive ownership in them.
According to Woeppel (1991), all of the above techniques have proven to be very
effective for increasing one’s ability to verbalize intuitively. These techniques have been
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to develep and implement effective procedures.

Constraints management also addresses the issue of inventory in process with
drum-buffer-rope (DBR) technique, defined by the APICS Dictionary as "the generalized
technique used to manage resources to maximize throughput. The drum is the rate or
pace of production set by the system’s constraint. The buffers establish the protection
against uncertainty so that the system can maximize throughput. The rope is a
communication process from the constraint to the gating operation that checks or limits
material released into the system to support the constraint” (Cox et al., 1995, p. 25).

CM emphasizes the need of inventory buffer in front of the constraint operation.
DBR concentrates on managing the flow of products to meet the bottleneck constraint's
needs. The buffer inventory in front of the constraint protects the constraint from
stockouts due to upstream process interruptions. Since the bottleneck acts as a valve
controlling the system's throughput, managing the bottleneck'’s throughput manages the
system's throughput. To maximize the system's throughput, the bottleneck must utilize all
of its available capacity.

The three commonly used PP&C methods discussed MRP, JIT, and CM, all offer
some advantages for organizations engaged in various types of manufacturing activities.
To choose any one of these three PP&C methods and apply it for all types of

manufacturing environments would not be an easy task, especially for managers with
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little exposure to academic research. The present research would help managers in
repetitive industry to compare and evaluate the three popular PP&C approaches and
choose the one that would work best for their manufacturing environment. The next

section discusses genetic algorithms, the history and functionality.

Genetic Algorithms

Genetic algorithms are becoming a widely used tool for difficult optimization
problems (Bennett, Ferris, & loannidis, 1991; Goldberg, 1989; Grefenstette, 1987). In
recent years, GA have received remarkable attention all over the world, a fact reflected in
the amount of literature published on this topic in the last few years (Back, 1996).
Researchers have explored the possibilities of GA applications in various fields,
including game theory, process planning, classifier systems, machine learning, and
function optimization (Crossley, 1995). The use of GA for scheduling in manufacturing
has also been explored by many researchers (Bagchi, Uckun, Miyabe, & Kawamura,
1991; Davis, 1985, 1991: Nissen, 1993; Whitley, Starkweather, & Fuquay, 1989).
History

The history of genetic algorithms goes back more than four decades (Back,
Hammel, & Schwefel, 1997). Bremermann (1962, 1967, 1968, 1973), Fraser (1957,
1962, 1968), Reed, Toombs, and Barricelli, (1967), and Holland (1969, 1975) report
early research related to genetic algorithms. Genetic algorithms in the present form were
developed by Dr. John Holland, computer scientist and psychologist at the University of
Michigan. Dr. Holland, along with his students and colleagues during the 1960s and

1970s, developed the research area of artificial intelligence (AI), now known as genetic
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algorithms. His book Adaptation in Natural and Artificial Systems (1975) is considered

to be the starting point of almost all known applications and implementations of genetic
algorithms (Back, 1996).

Research in the field of artificial intelligence is based on the idea that “evolution
could be uscd as an optimization tool for engineering problems” (Mitchell, 1996, p. 5).
The common theme in almost all evolutionary systems is the belief that it is possible to
evolve a population of candidate solutions to a given problem, using operators inspired
by natural genetic variation and natural selection (Chambers, 1991). Many researchers
have expanded on Holland's research on genetic algorithms since 1975.

The growing complexity of scheduling and sequencing problems in
manufacturing has led many researchers to experiment with genetic algorithms as an
optimization tool. Genetic algorithms have been used to solve scheduling problems with
increasing frequency since the early 1980s. Various researchers (Bagchi et al., 1991;
Cleveland & Smith, 1989; Davis, 1985; Nakano & Yamada. 1991; Syswerda, 1991;
Whitley et al., 1989) have reported experimentation with genetic algorithms to solve
scheduling problems.

Functionality

The genetic algorithm is a probabilistically guided search method, “‘developed
originally in the 1970’s as a computer science tool to improve programming structures
and performance” (Holland, 1992, p. 66). Chambers (1991) defines GA as a “problem
solving method that uses genetics as its model of problem solving” (p. 13). GA are
search techniques based on the mechanics of natural selection and genetics, and they

involve a structured yet randomized information exchange resulting in the survival of the
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fittest amongst a population of string structures. GA operates on a population of

structures that are fixed-length strings representing all possible solutions to a problem

domain (Mars, Chen, & Nambiar, 1996). Genetic algorithms work by mimicking the

“survival of the fittest” patterns of natural selection and reproduction similar to those in

biclegical populations (Crossley, 1995).

Davis (1991) identifies four features of the evolution process that are the bases of

genetic algorithms. These four features are as follows:

L.

[8§9]

Evolution is a process that operates on chromosomes rather than on living
beings they encode.

Natural selection is the link between chromosomes and the performance of
their decoded structures. Process of natural selection causes those
chromosomes that encode successful structures to reproduce more often than
those that do not.

The process of reproduction is the point at which evolution takes place.
Mutation may cause the chromosomes of biological children to be different
from those of their biological parents, and recombination processes may
create quite different chromosomes in the children by combining material
from the chromosomes of two parents.

Biological evolution has no memory. Whatever it knows about producing
individuals that will function well in their environment is contained in the
gene pool the set of chromosomes carried by the current individuals--and in
the structure of the chromosome decoders. (pp. 2-3)

The features described above allow genetic algorithms to solve complex problems

without having any knowledge of the problem or the search space. Michalewicz (1994)

identifies five components that must be contained by genetic algorithms:

W 9 —

w

A genetic representation for potential solutions to the problem

A way to create an initial population of potential solutions

An evaluation function that plays the role of the environment, rating solutions
in terms of their fitness

Genetic operators tha alter the composition of children

Values for various parameters that the genetic algorithm uses. (p. 6)
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The three basic operators that are found in every genetic algorithm are (a) reproduction,
(b) crossover, and (c) mutation.

Reproduction. The reproduction operator permits individual strings to be copied
in the next generation. The string’s chance to be copied to the next generation depends
on its fitncss valuc calculated from a fitness function. The reproduction operator chooses
strings that were placed in the waiting pool for each generation. The next generation is
based on this pool.

Table 2 demonstrates that string 01100 is the best fit. This string should be
selected for reproduction approximately 66% of the time. String 01101 is the second best

fit and should be selected 21% of the time. And string 10101, the weakest, should be

selected only 13% of the time.

Table 2

Fitness Test

String Fitness value %
01101 8 21
10101 5 13
01100 25 66

Crossover. After the mating pool is created through the selection operator, the

next genetic algorithm operation is called crossover. In biological terms, crossover
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occurs when two parents exchange parts of their corresponding chromosomes to produce

an offspring. Figure 5 illustrates the crossover operation within genetic algorithms.

Parent 1: I 01 Ij1 1 Child 1: 1 01 10O
Parent 2: 10 OIO 0 Child 2: 0110 Q1! 1

Figure 5. Crossover operation.

Each child in the example receives four of the six parts of each parent’s genetic material.
In a genetic algorithms search, crossover is performed until a new population is created,
and then the cycle starts again with a new selection. According to Davis (1991),
crossover is an extremely important component of a genetic algorithm. Use of the
crossover operator distinguishes the genetic algorithm from all other optimization
algorithms.

Mutation. The mutation operator brings a certain amount of randomness to the
genetic search. Mutation can help the genetic search to find solutions that crossover
alone might not encounter. Selection and crossover operations in a genetic search can
generate a large quantity of different strings. However, depending on the initial
population of the search, the resulting strings may not have enough variety. The mutation
operator can offset this shortcoming. When a genetic algorithm performs a mutation, it
randomly changes the element value to a new one. If. to use the example in Figure 5,
Position 5 of the Parent 1 string were mutated, the resulting string would be 101101. In

the binary strings, Os are changed to 1s and 1s are changed to Os.
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There are significant differences between genetic algorithms and other
optimization tools. Crossley (1995) identifies four major differences between calculus-
based optimization and genetic algorithms as follows:

1. GA works with a coding of the design variables and parameters in the
problem, rather than with the actual parameters themselves.

2. GA makes use of a population-type search. Many different points are
evaluated during each iteration, instead of moving from one point to the nex

3. GA needs only a fitness or objective function value. No derivatives or
gradients are necessary.

35

t.

4. GA uses probabilistic transition rules to find new points for exploration rather

than using deterministic rules based on gradient information to find new
design points. (p. 24)

One of the most significant advantages of using genetic algorithms is flexibility and

adaptability to the problem at hand (Back et al., 1997).

Foundational Study for Current Research

In an earlier study, which provided the basis for the present research, Choudhry
(1998) investigated the current status of production planning and control methods at an
engine manufacturing plant (EMP) of a midwestern manufacturer of agricultural
equipment, hereafter referred to as MMAE. In that study, the writer focused on 11
questions dealing with current methods and problem areas. The results are reported
under the following listing of those 11 research questions.

Current Production Planning and Control Methods

1. What are the production planning and control (MRP, JIT, CM) methods currently
being used at EMP?

Production planning is the primary responsibility of the logistics manager, who

reports directly to the plant manager. The seven employees in the production planning
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department include a supervisor of production planning and an employee who performs
the daily final assembly scheduling (line-up). Three employees are involved in the
distribution of the daily schedule to the shop floor. One employee is responsible for the
inventory accuracy, and the seventh employee is in charge of fulfilling service store
requirements. The purchasing department orders components based on the master
schedule in the MRP and is also responsible for component sourcing and price
negotiations.

The key performance measurements for the logistics department were not clear
because at the time of this study, the department had only been in existence for a few
months. The key performance measurements for the production planning supervisor and
the department are (a) due date performance as a percentage of total order shipped (for
the three months prior to this study, this figure was close to 100%); (b) customer
acceptance; and (c) a target inventory as a percentage of sales.

In late 1979 EMP developed and implemented an in-house material requirements
planning system, which has undergone significant modifications throughout the following
years. The system continues to be modified at the present time as the need arises.
MMAE is in the process of implementing an enterprise resource planning (ERP) system
by SAP throughout its plants around the world. At its midwestern locations, this
implementation will start in the middle of 2000 and will be fully implemented in about
two years.

Accuracy of the bill of material (BOM) is around 96%, and part routing accuracy
is 95%. Changes are made daily to the bills of material. Communication seems to be the

main problem between the specification and engineering departments. Routings are not
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changed frequently, two per part for new engines and about 5% for the repetitive builds.
For the inventory management, an ABC analysis was performed, and EMP uses six
categories--A, B, C, D, E, and F. A cycle counting system is in operation, which is a
physical count of inventory that is conducted every quarter; once a year, auditors from
the company corporate office count the inventory. Inventory tumns are ahout 13 per vear.
Inventory breakdown at EMP is as follows: raw, about 34.4%; WIP, 57.1%; and finished
goods, about 8.5%.

The current MRP system is regenerated on a weekly basis and is using weekly
buckets for requirements. Daily net changes for the master production schedule and
inventory netting are performed. Even though the logistics manager is pleased with the
accuracy of the MRP reports, he considers them very time insensitive. In the new global
economy, customer requirements are being changed regularly without regard to weekly
buckets.

EMP has been relying on the MRP system for production planning and control
activities since its implementation in 1979. Some aspects of just-in-time (kanban) are
also being implemented in a few subassembly work centers. Constraints management is
not being practiced formally, but management does consider the two bottleneck
operations in the plant when production planning activities are undertaken. The
management at EMP is trying to minimize reliance on MRP. Many new projects are

under way to develop Excel-based tools for PP&C.
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2. What methods are currently being employed to develop the master production
schedule at EMP?

The process of master scheduling at EMP begins when an order is received from
the customer with the required ship date. For interfactory customers, the common
worldwide interfactory system (CWIS) is used; for various original equipment
manufacturers (OEM), the complete goods order management and reporting system
(COMAR) is utilized. The difference between the two types of orders is that options are
attached to OEM orders. Engines built for each OEM customer are unique, whereas
engines built for interfactory customers are build via repetitive manufacturing methods.

The master scheduler enters these orders into the master schedule system and
accounts for the number of days it takes to build an engine (lead-time). After the leveling
activity is completed, information is passed on to a planner to perform the line-up. The
same information is entered into the system’s material requirements planning (MRP),
which in turn passes it to CPS (common purchasing system), so the purchasing
department is informed when to procure the parts.

MRP generates the shop production schedule (SPS) for the machining
department, informing them when to start production for these parts based on the
parameters maintained in MRP (lead-time, scrap %, order policy, etc.) by the planners in
the machining department. The planners in the machining department report to the
machining business unit leader. MRP information is driven by the line-up for 20 days

and the master schedule beyond the 20-day time frame.
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If a shortage is foreseen for any parts, the critical shortage report comes into play.
When purchasing cannot procure a part or machining cannot manufacture one, that
information is generated on the critical shortage report and passed on to a scheduler.

Most of the computer systems used at EMP are “legacy” systems. They were
called common systems (MRP, COMAR, etc.) because they were supposed to work in 2
uniform manner for all MMAE units around the world. If any changes were proposed in
the system, those changes had to be approved by a committee consisting of members
from each plant. If the changes were approved by the committee, each unit incorporated
them into the system. However, in the last few years, this situation has changed. Now
each unit makes changes independently. As a result, MMAE does not pay headquarters
for system support, and the company is moving toward implementation of an enterprise
resource planning system by SAP.

When there are changes to be made in the engineering specification of a particular
engine, the product engineering center (PEC) provides this information to the head of the
specification department. This department works through the approved specifications
and loads them in the system along with the effectivity dates. The information is routed
to appropriate departments affected by the changes. If the changes have to do with
options for OEM customers. that information also needs to be routed through the
marketing department, so they can forecast for parts or options.

Of the engines manufactured at EMP, 85% are sold to interfactory customers, and
the rest are sold to OEM customers. These engines are used in tractors, combines, and

other agriculture and construction equipment for the interfactory customers. Interactions
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with dealers are then minimal; the marketing department, specifically the OEM
representative, interacts with OEM dealers and customers.
3. What methods are currently being employed to plan production priority at EMP?

The 85% of engines produced for interfactory customers are manufactured via

many options for each model. The MRP process of explosion and netting lose this
identity. Production orders for the shop floor are created by the MRP based on the lead
times of each component.

Even though MRP creates shop orders for a majority of the manufactured
components, EMP has been in the process of establishing kanbans, in this case a
replenishment cycle of about two to three days for 80% of the components. Priority
planning at EMP is accomplished through the use of the MRP trigger system for
purchased components. Kanban is used to plan priorities for 50% of in-house
manufactured parts. Management at EMP has initiated projects in the last two months to
include all in-house parts for kanban delivery.

The primary priority planning document used for the final assembly line is the
report generated manually by the production scheduler titled “daily line-up”. This report
lists all engines to be built in the sequence that day, based on customer ship orders. The
report is distributed to 60 work centers on the final assembly and subassembly lines. The
new logistics manager has initiated many projects to streamline the master scheduling
and daily line-up process at EMP. In the new PP&C process, distribution of daily line-up
sheets will be either eliminated or minimized. EMP is in the process of implementing

kanbans for the majority of the subassembly stations.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



41

4. What methods are currently being employed to plan production capacity at EMP?

Capacity is defined at EMP by the number of engines built per day. Long-
term capacity planning occurs during the next fiscal year’s production planning process.
Capacity has never been a major issue at EMP. This facility was built to produce 300
engines per day. but demand for engines has never exceeded that number. Production
can be easily increased, if the forecast indicates a growth in sales.

EMP operates on two shifts for the final assembly on a five-day-per-week basis;
however, it is possible to drop to one shift if the demand declines for a few weeks.
Because of the current union contract, MMAE'’s four local plants cannot lay off any
hourly employees. When production is cut, shop floor employees are put in a “resource
pool” which is comprised of extra employees and used for rapid continuous improvement
(RCI) projects.

Short-term capacity planning for the assembly areas is accomplished through the
use of a final assembly schedule for the following 20 days and a computer program
(Workforce & Machine Load) that converts units into the workforce required.
Adjustments to the final assembly schedule are rarely made at the final assembly line due
to the unavailability of operators.

The test and paint departments are the current constraints at EMP; many times,
test and paint problems cause delays in customer shipments. The test and paint
departments run on a three-shift, five days/week basis. Only eight test cells must handle
about 171 engines per day. Capacity for the paint department is 30 engines per shift, 90
engines per day. About 60% of the engines manufactured at EMP require paint.

Capacity is adjusted by adding overtime shifts on Saturdays and Sundays.
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5. What methods are currently being employed to control production priority at EMP?
In the final assembly and subassembly areas, priority is controlled by the daily
line-up schedule. Once the daily line-up is created for the following three days, unique

serial numbers are assigned to each engine, and serial plates and serial tags are generated.
If there is a change in the build schedule, the master scheduler has to make manual
changes on the distributed line-up sheets. There are about 10 changes per week in the
final assembly line-up.

Order changes are established through negotiations between the EMP
management and its interfactory and OEM customers. Both types of customers can
change their orders in the CWIS beyond 90 days without approval from the master
scheduler. If changes are made within 90 days, customers must request the changes
through CWIS, which generates an “action file.” The changes in the action file have to
be reviewed and accepted by the master scheduler. If EMP cannot fulfill the
requirements, the master scheduler proposes a date when those requirements can be
fulfilled. This interaction with the customer continues until both parties agree on a
mutually satisfactory date. Changes in customer requirements affect 13% of the total
sales at EMP.

6. What methods are currently being employed to control production capacity at EMP?

Department supervisors control capacity at the two bottleneck areas, test and trim
and paint, on a daily basis along with the assembly general supervisor. Overtime is
scheduled as required if production exceeds capacity. Assembly supervisors request

overtime authorization from the plant manager. The test and trim department schedules
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overtime on a regular basis to avoid any delays in shipping. The new logistics manager
has initiated a project to streamline these departments.

Identification of the current methods of production planning and control practiced
at EMP was not an easy task. Interviewees often could not describe the current process in
place. The researcher had to illustrate and explain the majority of the production
planning and control terminology to extract information. In the next section the problems
inherent in the current production planning and control system at EMP are presented.

Problem Areas by Production Function

1. What problems are currently being encountered in master production scheduling at
EMP?

The first area of concern for management regarding the master production
schedule is the reliance on legacy computer systems, CWIS and COMAR. These
systems are very labor intensive, requiring too much duplication of work by the master
scheduler and the schedulers. A second area of concem is the limitations of the MRP
system, which is unable to support changes during the week. Changes in the master
production schedule only become apparent after the weekend report is generated by the
system. Another concern is the development of the MPS by the master scheduler.
According to the master scheduler, no formal procedure is in place for the development
of the MPS for the following fiscal year. The master scheduler uses a rolling 12 months
for the development of the MPS instead of using a fiscal year.

2. What problems are currently being encountered in planning production priority at
EMP?

The first area of concern is the limitations of the MRP system and the execution

of the master production schedule. MRP is limited to weekly buckets, which create

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



unseen changes made during the week by the master scheduler. Management has
implemented controlled delivery for a few subassembly work centers to establish
priorities. A final assembly schedule is prepared from the master production schedule
and is also used to identify the priorities in machining. The final assembly schedule,
which is in weekly buckets, is alsc used by the scheduler to line-up engines for the next
20 days. The line-up schedule is used to generate the part shortage list, “critical shortage
day-one.” Another area of concern is the marketing department’s ability to alter relative
production priorities as required for OEM customers. Reprioritization in the final
assembly schedule also creates problems for the machining department. A third problem
is the long lead-times for three critical parts: turbo, injection pump, and pistons. Lead-
time for these parts averages about 120 days. Long lead-times limit the flexibility of
MMAE to respond to customer changes in requirements.

3. What problems are currently being encountered in planning production capacity at
EMP?

Capacity planning at EMP occurs concurrently with master production
scheduling. Long lead-times for component parts is a concern for management. Due to
the union contract, there is a long lead-time to change labor capacity relative to the order
horizon. Another concern for management is the shut-down days of sister factories.
Various interfactory customers plan their shut-down days/weeks according to their own
needs. This creates changes in the requirement dates, and the master scheduler has to

pull ahead orders and repeat the leveling activity.
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4. What problems are currently being encountered in controlling production priority at
EMP?

The key area of concern for priority control occurs at the two bottleneck areas:
test and paint. Daily monitoring by the department supervisors and the general
supervisor of assembly is the control method used for priority control in these areas. In
these two departments reprioritization is common to meet customer ship dates. Another
concemn is the amount of changes in customer orders, which is about 13% monthly.
Changes in customer orders can require the reprioritization and expediting of orders to
make sure customer delivery dates are met. Frequency of set-up required on the
assembly line is also problematic. The set-up frequency and time are factors not taken
into considerations in the MRP calculations. Since the early stages of implementation,
problems related to kanban have not been addressed by EMP.

5. What problems are currently being encountered in controlling production capacity at
EMP?

Changes in available capacity at EMP occur due to machine down-time or
changes in customer requirements. Capacity problems are typically resolved by using
overtime or reassigning workers to areas where they are needed. Overtime in any
assembly area must be approved by the factory manager. Department supervisors adjust
workforce assignment, if allowed by the union contract, to resolve capacity problems.

During the course of this research, the logistics manager initiated several projects
to address these problems and streamline the production planning process. A number of
these projects will take more than a year to make an impact on the current production

lanning process.
o
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Summary

This chapter examined the literature pertinent to the three most common
production planning and control methods: material requirement planning (MRP), just-in-
time (JIT), and constraints management (CM). The history, functionality, and
advantages/disadvantages of each were discussed. The origin of genetic algorithms, as
well as a discussion of the functionality of this method, was presented. One of its most
significant advantages, it was pointed out, is flexibility. The findings of a foundational
study for the current research, both current production planning and control methods and

problems areas by production function, were reported.
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CHAPTER III

RESEARCH DESIGN AND METHODOLOGY

Research Design

This experimental research (proposed method/present method) was designed to

scheduling and sequencing model based on constraints management and using genetic
algorithms. The five research questions stated in Chapter I were used as a basis for this
study.

. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the cycle time for
the final assembly line and four downstream processes at an engine manufacturing plant
(EMP) of a midwestern manufacturer of agricultural equipment (MMAE)?

2. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the queue size for
the final assembly line and four downstream processes at EMP?

3. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the utilization of
work centers in the final assembly line and four downstream processes at EMP?

4. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the flow rate of

engines through the final assembly line and four downstream processes at EMP?
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5. What is the impact of the master production scheduling and sequencing model
based on constraints management and utilizing genetic algorithms on the total output of
engines through the final assembly line and four downstream processes at EMP?

Independent Variable

sequencing. The control condition is the current scheduling and sequencing method, and
the experimental condition is the proposed scheduling and sequencing model based on
constraints management and utilizing genetic algorithms.
Dependent Variables

The dependent variables in this research are as follows:

I. Cycle time of engines for the final assembly line and four down-stream
processes

2. Queue size in front of four downstream processes after final assembly line

3. Utilization of work centers in the final assembly line and four downstream
processes

4. Flow rate of engines through the final assembly line and four downstream
processes

5. Total output of engines through final assembly line and four downstream

processes
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Present Method / Proposed Method

Control Group

The process of master scheduling at EMP begins when an order is received from
the customer with the required ship date. For interfactory customers, the common
worldwide interfactory system (CWIS) is used: for various original equipment
manufacturers (OEM), the complete goods order management and reporting system
(COMAR) is utilized.

The master scheduler enters these orders into the master schedule system and
accounts for the number of days it takes to build an engine (lead-time) for the next {2
months (Figure 6). Customer orders for the next two months are manually entered in an
Excel workbook. These orders are broken down from monthly buckets into weekly
buckets for these two months based on the customer due date and percentage of painted
engines. An Excel file containing customer orders for the next four weeks is passed on to
the line-up scheduler.

Customer orders for the next four weeks are broken down into daily buckets
based on the customer due date and percentage of painted engines. A manual check is
performed after the daily breakdown operation to confirm the percentage of painted
engines is less than 70%. If the daily percentage of painted engines is less than 70% and
customer due dates are met, a production build date is assigned to each customer order
for the next 20 production days. If the daily percentage of painted engines is greater than
70%. assigned dates are adjusted manually and the schedule is frozen for the next

production day. The next day’s frozen schedule is manually sequenced in small batches.
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The build schedule is generated and distributed on the shop floor for the next production
day.

Flow chart for the control group was reviewed by the key expert in the area of
production planning and control at EMP (D. Eck, personal communication, April 24,
2000). who confirmed that the flow chart is an actual representation of the current master

scheduling and line-up process at EMP.
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Figure 6. Control group flow chart for the master scheduling and line-up process.

Experimental Group

A flow chart for the experimental group is illustrated in Figure 7. This flow chart
was also reviewed by the key expert in the area of production planning and control at
EMP (D. Eck, personal communication, April 24, 2000). Detailed discussion about the
new master scheduling and line-up process is presented in the next section. Snapshots of
each Excel worksheet are described with the various Excel functions that were used for

the development of the scheduling and sequencing model in Excel.
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Figure 7. Experimental group flow chart for the master scheduling and line-up process.
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Lack of time and capital resources limited the complete implementation of
constraints management five focusing steps of: (a) identify the constraint, (b) exploit the
constraint, (c) subordinate all other operations to the constraint, (d) elevate the constraint,
and (e) avoid inertia. Three of the five focusing steps were used to develop the proposed
scheduling and sequencing mode! at EMP: (a) identify the constraint, (b) exploit the
constraint, and (c) subordinate all other operations to the constraint. Scheduling and
sequencing methods used for the proposed model were based on drum-buffer-rope
(DBR), which * is the core of the scheduling procedure under TOC” (Duclos & Spencer,
1995, p. 176). Figure 8 presents a generic version of the model used.

The paint operation was identified as the constraint at EMP, as indicated in step 1
of the focusing steps of constraints management. The paint operation dictates the launch
schedule of engines at the final assembly line, thus fulfilling the definition of “drum”

according to the APICS Dictionary: “the drum is the rate or pace of production set by the

system’s constraint” (p. 25). According to the Schragenheim and Ronen (1990), “drum is
the exploitation of the constraint of the system.” Using the drum to determine the pace of
the system and its capacity accomplishes step 2 (exploit the constraint). A constraint
buffer, which provides time to protect constraint from disruptions, was established after
the custom trim operation. In the DBR method, the rope is a communication process
from the constraint (paint operation) to the gating operation (final assembly line) that
checks or limits material released into the system to support the constraint.

The flow of engines is depicted in Figure 9. After the engines leaves the final
assembly line, a decision is made on space availability in test cells. If space is available,

an engine is moved into a test cell; if not, the engine goes to temporary storage location.
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After the engines are tested, they need to go through head torque operation. Once they
pass this point, a decision is made on the routing of engines. Engines that are to be
painted need to proceed first through custom trim, then paint and final trim areas. Non-
paint engines go directly to final trim before they are warehoused. If both the custom
trim and {inal trim qucucs arc full, the hcad torquc operation is shut down and the
operator helps the test cell operators.

Figure 10 shows the time needed at each operation for the process of engines. A
buffer of seven hours was created before the paint operation to protect the constraint from
disruptions. The size of the constraint buffer was determined by managerial evaluation

including operators in the paint operation and their supervisor opinions.

Identify the
constraint

Exploit the
constraint

Subordinate
- everything else to
. the constraint

: Use DBR to
' schedule and
| sequence engines

Figure 8. The application of CM at EMP.
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Scheduling model. Two-part model was developed in Excel, one part for

scheduling and the other part for sequencing engines in order to utilize CM methods. In
the scheduling part of the model, engine orders are assigned a date to be built based on
the following constraint criteria:

!. Customer due date

2. Available capacity in final assembly line

3. Available capacity in the test department

4. Available capacity in the customer trim area

5. Available capacity in the paint area

6. Available capacity in the final trim area
Each day the scheduling model generated a daily build schedule for engines for the next
20 days. The build schedule was frozen for the first day of production and was adjusted
daily for each of the remaining 19 days. Customer due date is the only hard constraint
(constraint that cannot be violated) in this model. Soft constraints can be violated, but
there is a penalty for each violation. The constraints and penalty points for each
constraint are discussed in detail later in this section.

Figure 11 illustrates the first sheet of the scheduling model titled “import new
orders.” A new file is downloaded everyday by clicking on the icon titled “IMPORT
FILE.” Each file is updated daily in a folder saved on the server by the systems
department. A macro was recorded with Microsoft Visual Basic in Excel to perform the

import function from the server to the 20-day scheduling file. Each row represents an

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



60

*$19p10 mau podwy T 9IN31g

66/60/1 1
66/60/11
66/60/11
66/60/11
66/60/11

| 31Va dn-aNn
ONINDIS ALLLNVAD “y3040 50

66611

66/0TTL |

66/02/C1 |
66/02/Z1
66/L11TL

66/4LL/C1

66/2L/2L

se/21/C)

VAN

66V L/ICL

BBELL

66/01/C1
66/0L/21
66/91/11

3lva
dIHS

H i

'
1

8/8€29Y

8£BETOY

8/8EZOY
8.8ETOY

8/8EC9Y
8/8€COY

BL8ETOY

8/8ECOY .

8/BETOY
8/B8E79Y

b

B/8ETOY
BLBETOY

848£29Y
8£8eCOY

8/8E2OY

B/8EZOY
B/8EZOY
8/8E29Y

CIBETOY
Z18e2oY

lzzieesl (50116661

#4340 m # 1H4vd H3woisndo

O0TH31VM

OO HILVMY
OO THILVYM;

OOTHALVYMY!

003 LYM[BE]

!
00 THILYM[SH,
OO ILVM[FE]
00 THILYMEE]

OO0TH3LVM

A4S !

00TH3LYMT]
00TALYM[TE]
00TM3LVM[EBE}

00 M43LYMEBH]!

00H3LVM

OOTHILVYMEL
OOTHIALYM
OOTHILVM iz
OOTHILYM[Z

NOILVZINILd

0 9NITNA3IHIS AVA 07

e

- 19083 yosorpW N\ §

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



61

order in this file. If a customer orders 10 engines for the same date, these 10 engines are
represented in 10 continuous rows.

Data set received from legacy systems needs to be formatted before it can be
utilized in a Windows-based application. Additional information is assembled using a
function in Excel called Viookup table. Numcrous Excel formulas were uscd to clcan the
data and make it useable for the optimization. In the next sheet, “format orders,” data are
being filtered and cleaned. These formulas are visible in various figures in forthcoming
sections. Figure 12 illustrates a snapshot of the “format orders” sheet, and Figure 13
illustrates the same sheet with the formulas in each cell visible. In the next sheet, “sort
orders,” shown in Figure 14, data are filtered again and sorted based on *‘target build
date” criteria in ascending order. Customer orders that need to be built early on were
moved to the top of the list. Figure 15 illustrates the same sheet with formulas visible in

the cells.
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Before the orders are linked to the “optimization” sheet, they are compared with
the previous day’s frozen line-up. This step was necessary to avoid orders being
duplicated. If an order is already frozen the previous day, that order will not be linked to
the “‘optimization” sheet and thus will not be used for optimization. Figure 16 presents a
snapshot of a “comparison” sheet, and Figure 17 depicts the same sheet with formulas
visible in each cell.

Figures 18-23 illustrate various sections of the optimization sheet, the next step in
the scheduling model. Figures 18 and 19 display the section in which available capacity
in standard minutes is calculated for the j-hook capacity (final assembly line), test (engine
test cells), custom trim (painted engines are trimmed before paint operation), final trim
(painted engines are trimmed again after paint), and paint operations. Figures 20 and 21
illustrate the required capacity in standard minutes for the same processes. A calculation
for the difference in available and required capacity for each process is also performed
here. Figures 22 and 23 present the optimization sheet displaying scheduled orders with
regard to customer ship dates. If an order is scheduled late, the date field is highlighted

in red, making it readily visible for the master scheduler to adjust the schedule.
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